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ABSTRACT 
The transportation infrastructure has advanced significantly in the 
last few decades, yet traffic issues persist since more people are 
living in metropolitan areas, necessitating the usage of various 
modes of transportation. Due to this, there are now more 
challenges with traffic control that directly affect the public, such as 
air pollution, traffic rule violations, and accidents. In this regard, 
intelligent transport systems integrate intelligent algorithms and the 
internet of things as an alternative for improving the traffic 
environment. In this study, a thorough analysis of traffic anomaly 
prediction involving the transition from spatiotemporal data flow is 
presented. It consists of a comprehensive analysis of various 
techniques applied for anomaly prediction on spatiotemporal data 
traffic. The various benchmark algorithms and models adopted to 
validate the performance of the proposed techniques are 
presented. Metrics adopted to evaluate the performance of 
proposed techniques are highlighted and briefly discussed. 
Limitations of the proposed techniques during and after the 
prediction phase are documented.  The outcome of this study 
shows that Convolutional Neural Network techniques were majorly 
proposed and applied to predict anomalies in spatiotemporal data 
traffic flow, while Classification algorithms were mostly adopted as 
benchmarks for performance validation of the proposed 
techniques. It was also observed that Root Mean Squared Error 
(RMSE) was majorly adopted to evaluate the performance of the 
proposed techniques. Also, Computation Complexity was 
discovered as the most prevalent challenge bedeviling the 
proposed techniques, paving the way for future research directions 
in this field. 
 
Keywords: Internet of Things, Data Traffic, Prediction Techniques, 
Spatiotemporal, Performance Metrics 
 
INTRODUCTION 
Internet of Things (IoT) has emerged as a new field of study in 
Information and Communication Technologies (ITS) in recent 
years. IoT technology connects smart devices and sensors that are 
available over the Internet. Bluetooth, Wireless Fidelity (Wi-Fi), 
Radio Frequency Identification (RFID), Wireless Sensor Network 
(WSN) and other communication channels are only a few of the 
ways that internet-connected IoT items send and receive data 
(Swarnamugi and Chinnaiyan, 2018). IoT is thriving because of its 
interoperability, dependability, and real-time interconnection for 
smart grid applications. Moreover, as the number of connected 
devices increases, so does the amount of data that they collect. 
Models for traffic analysis are being developed more and more to 
take use of this great potential for the applications that comprise 
these systems, as smart algorithms are integrated with the growing 
amount of spatiotemporal traffic data captured by IoT devices 
(Majumdar et al., 2021).  

Using spatiotemporal data for traffic anomaly detection is one of 
the fundamental principle to obtain vital information to resolve 
traffic problems. Consequently, the traffic anomaly identification 
topic has attracted a lot of interest from both academia and industry 
(Kalair and Connaughton, 2020). Furthermore, big data and 
artificial intelligence have been used to facilitate a wide range of 
studies on the traffic anomaly detection problem.  The increased 
use of Global Positioning System (GPS) and IoT devices over the 
last few decades have drawn greater attention to urban traffic flow 
studies. Hao et al. (2022) appraised temporal and spatial data 
mining techniques. Sub-trajectories were categorized, outlier and 
anomalous flow were detected, segments and groups were 
created, and regular and periodic sequential patterns were 
identified from trajectory clusters. 
One of the main applications of urban traffic analysis is to identify 
anomalies in the traffic flow data. The goal is to identify flow values 
that, when considering the spatial and temporal features of urban 
traffic data, deviate considerably from other flow values. One useful 
strategy for detecting abnormalities in traffic flow is the adoption of 
anomaly identification tools. An anomaly is an observation (or a 
collection of observations) that appear unusual compared to the 
rest of the data set (Shu et al., 2023). A lot of research has been 
done on anomaly detection during the last 20 years. These studies 
fall into one of the following categories: density-based, deviation-
based, statistical-based, distance-based, and clustering-based 
methods. The purpose of the anomalous urban traffic flow data is 
to detect anomalous behaviors, which are represented by 
anomalous flow values originating from different traffic actors, such 
as cars, trucks, buses, and bikes. These anomalous behaviors 
include oversaturated conditions, traffic congestion, and 
bottlenecks (Wang et al., 2020; Khan et al., 2023). 
Several literature surveys have investigated the dynamics in 
anomaly detection in spatiotemporal urban traffic flow over last 
seven years. For example, Boris et al., (2022) classified the smart 
techniques that are used to analyze mobility data to predict traffic 
flow in urban area. It further presented the outcomes of applying 
said techniques and describe the procedures adopted to 
comprehend the advantages and disadvantage of these smart 
techniques. Hamdi et al., (2022) presents the challenges related to 
data properties, discretization, interdisciplinary, and spatiotemporal 
interactions. Additionally, the gaps in the literature and unresolved 
research issues with modeling and visualization, spatiotemporal 
data formats are discussed. Classification, clustering, hotspot 
identification and pattern mining were also presented.  
Gawali and Deore (2023), investigated variety of studies and 
spatiotemporal graph-based model developed for predicting the 
likelihood of future traffic accidents. Also, deep convolution 
networks for the purpose of recognizing and measuring traffic 
accidents, as well as adopting hybrid technique to enhance both 
recurrent and non-recurrent traffic situations. A state-of-art deep 
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learning based algorithms for identifying anomalies in traffic data 
flow is presented (Nayak et al., 2021). Additionally, compared the 
approaches in terms of datasets, processing capacity, and 
performance indicators for qualitative and quantitative analysis. 
Also, outline the challenges and positive pathways for future study. 
Fahrmann et al., (2024), presented the basic principles of anomaly 
detection in addition to highlighting a variety of cutting-edge 
techniques, such as proximity-based, statistical, and deep learning 
approaches. These elements include of the classification of 
anomalies, scenarios for detection and related challenges in 
spatiotemporal data traffic flow.   
The existing research surveys majorly focuses on deep learning 
techniques, with minimum or without considering other techniques 
deployed for anomaly detection on spatiotemporal urban traffic 
flow-enable IoT. Therefore, this research studies the adoption and 
deployment of various types of techniques or algorithms for the 
prediction of anomalies on spatiotemporal urban data traffic flow-
enabled IoT.  The contributions of this study are highlighted as 
follows. 

i. A comprehensive analysis of different types of 
techniques used for anomaly prediction on 
spatiotemporal traffic data flow in IoT ecosystem. 

ii. The benchmark algorithms used to validate the 
performance of the current diverse techniques. 

iii. The performance metrics adopted to evaluates the 
performance of the said techniques. 

iv. The limitations of the existing techniques while in active 
state, paving the way for future research directions.   

The rest of this paper comprises research methodology adopted to 
accomplish the research contributions, research results presenting 
the analysis diverse techniques deployed, algorithms adopted to 
validates the performance of said techniques, metrics used for 
evaluating the performance of the techniques and their limitations 
in active state and ends with a concluding remark.   
 
MATERIALS AND METHODS 
A systematic framework known as research methodology is used 
to solve a research problem by selecting the most effective and 
practical ways to carry out the study while keeping the goals and 
purposes of the study in mind. The research methodology used by 
Dhanvijay et al., (2019) and adigwe et al., (2024) was adopted to 
conduct this research. It aids to facilitate the understanding of 
diverse existing techniques/algorithms, their limitations, and how 
they were evaluated based on performance measurement for 
predicting anomalies on spatiotemporal data traffic flow in the 
Internet of Things (IoT) ecosystem.  The following are the primary 
Research Questions (RQ) that are developed to investigate and 
conduct this research.  

i. What features and attributes do the algorithms in the IoT 
device(s)-generated spatiotemporal data traffic flow? 

ii. What benchmark algorithms or techniques used for the 
performance validation of the algorithms for anomaly 
detection in spatiotemporal data traffic flow? 

iii. What performance metrics adopted to evaluate the 
performance of the algorithms in predicting anomaly on 
spatiotemporal data traffic flow? 

iv. What are the limitations of the said algorithms during 
anomaly detection operation on spatiotemporal data 
traffic flow?  

To search for relevant existing articles, six major electronic 
research repositories were investigated namely, IEEE Xplore, 

ACM, Taylor & Francis, Science Direct, Wiley Online Library, and 
Springer. Nonetheless, this study also includes a few publications 
from MDPI that are somewhat related to the current study. 
 In the context of this study, the following keywords are defined for 
the search process: "anomaly detection," "algorithms," 
"spatiotemporal data traffic flow," and "internet of things 
ecosystem." By using both manual and search engine screening, 
we conducted an automated in-depth text search using these 
keywords. Conversely, Boolean operators were applied with the 
stipulated keywords, within the scope of the established research 
questions to retrieve and classify relevant papers (Edje and 
Ureigho, 2015). In accordance with the inclusion criteria (the 
relevance of the paper to the application of anomaly detection 
algorithms on spatiotemporal data traffic flow in IoT, articles 
published between 2016 and 2023, should be written in English, 
electing exclusively primary studies from relevant research), a time 
restriction was set for the search process so that all relevant papers 
would be found and gathered with an emphasis on the 
predetermined keywords. The selected research articles' 
paragraphs were further filtered out using keywords in order to 
minimize their size and make them more manageable. 
During the first phase, an estimated 221 articles were collected for 
the years 2018–2023. The second phase involved employing 
screening based on keywords and titles to remove a total of 167 
articles. In the final step, the remaining articles were filtered 
according to the abstract using the predefined search research 
questions and the Boolean AND operator. The final 25 papers were 
selected by the authors, who considered all the predetermined 
research questions with the inclusion criteria for further 
investigation and analysis, which is shown in figure 1 from the first 
to the last phase. 
 

 
Figure 1: Research Methodology Structure (adigwe et al., 2024) 
 
A table and statistical charting tools will be used to facilitate the 
evaluation of the research results obtained based on the research 
questions (RQ) as stated above.  The table will list and illustrate the 
several algorithms/techniques currently in use, benchmark 
algorithms used foe validating current approaches, metrics 
adopted for performance evaluation as well as their drawbacks. 
Tools such as statistical charts will be used to graphically compare 
results and visually display findings.   
 
RESULTS AND DISCUSSION 
There are numerous types of existing techniques applied for the 
detection of anomalies on spatiotemporal data traffic flow in urban 
smart cities. Some of these techniques are extensively discussed 
as follows.  
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Analysis of the various types of techniques   
Adapted k Nearest Neighbors for Detecting Anomalies on Spatio-
Temporal Traffic Flow by Djenouri et al. (2019). The authors delve 
into the realm of outlier detection within the context of spatio-
temporal urban traffic flow. The authors explore the field of outlier 
detection in the setting of urban traffic flow that is spatiotemporal. 
This study tackles an important field of research that has 
applications in many different fields, including medical diagnostics, 
biological sciences, surveillance, and traffic anomaly detection. 
The authors provide a cutting-edge method that is centered on how 
traffic flows are distributed over a specified amount of time (Edje, 
2015). Building flow distribution probability (FDP) databases with 
temporal and spatial information is part of the process. Then, an 
approach for distance-based outlier detection using k-Nearest 
Neighbors (kNN) is investigated and modified to find abnormalities 
in flow distribution probabilities. 
Detecting Urban Anomalies Using Multiple Spatio-Temporal Data 
Sources is presented by Zhang et al., (2018). They tackle the 
crucial problem of identifying urban anomalies, which, if missed, 
can have detrimental effects on property and human life. Timely 
detection of urban abnormalities, including unusual population 
movements or accidents, is a major difficulty. The main goal of the 
project is to present a technique that uses several spatiotemporal 
data sources to identify anomalies in metropolitan areas. The 
suggested two-step approach uses a one-class Support Vector 
Machine algorithm to integrate anomaly scores across several data 
sources, neighboring locations, and time slots, and a similarity-
based methodology to estimate anomaly scores for specific data 
sources. There are two steps in the methodology. Using previously 
related locations into consideration, a similarity-based algorithm 
initially predicts anomaly scores for each unique data source in 
each region and time frame (Edje and Ekebua, 2015). To provide 
a final integrated anomaly score for each location, an algorithm 
based on one-class Support Vector Machines is used in the second 
stage to identify rare patterns that appear across several data 
sources, surrounding regions, or time windows.  
Joint Static-Dynamic Spatio-Temporal Evolutionary Learning is 
proposed by Liu et al., (2023). The authors address the difficulty of 
accurately predicting traffic anomalies, highlighting the vital chance 
it provides for prompt intervention to prevent fatalities. Both static 
and dynamic elements contribute to the complexity of traffic 
anomalies, and the authors use evolving representation learning to 
understand this complicated process. Creating spatio-temporal 
encoders to convert data into a vector space that shows their 
inherent relationships is a key component of the suggested spatio-
temporal evolution model. Then, to concentrate on uncommon 
traffic anomalies, a temporally dynamic evolving embedding 
technique is used. In addition, an attention-based multiple graph 
convolutional network is employed to capture spatial mutual 
influence from various angles. To aggregate heterogeneous 
characteristics while taking spatiotemporal impacts into account, 
FC-LSTM is used. Ultimately, the unbalanced data issue is 
resolved and "over-smoothing" is addressed by a well-designed 
loss approach. 
To estimate short-term traffic flow while taking spatiotemporal 
correlation into account, a hybrid model made up of Type-2 Fuzzy 
C-Means (FCM) and Artificial Neural Network was proposed (Tang 
et al., 2019). The model takes on the crucial duty of short-term 
traffic flow to improve the forecast of future traffic patterns. First, 
taking into account both time correlation and spatial equivalent 

distance, it assesses the spatiotemporal correlation of data 
samples obtained from various loop detectors. The membership 
function is then unambiguously identified using a type-2 FCM, 
which improves the classification accuracy and consistency of 
anomalous data samples. After that, different traffic flow patterns 
are predicted using a combination of neural network approach and 
classification algorithm. Further modifications to the results are 
made using quantized spatio-temporal correlation. Conversely A 
study on conformal anomaly detection on spatiotemporal 
observations with missing data was carried out by Xu and Xie in 
2021.   In order to find anomalies without assuming data 
exchangeability, a distribution-free, unsupervised anomaly 
detection technique called ECAD was created. It was then 
smoothly integrated with a regression algorithm. The simulation 
findings indicate that ECAD uses ensemble predictors for 
increased statistical power instead of data-splitting, demonstrating 
computational efficiency. 
Zhang et al. (2019) looked at a short-term traffic flow prediction 
based on spatiotemporal analysis and CNN deep learning. The 
authors tackle the important problem of precise short-term traffic 
flow prediction with the goal of improving trip planning and active 
traffic control. Current models of traffic flow frequently fail to 
properly utilize the geographical and temporal information present 
in traffic data. A short-term traffic flow prediction model built on a 
deep learning framework for Convolutional Neural Networks 
(CNNs) was used to get around this restriction. STFSA, or the 
spatio-temporal feature selection algorithm, is used to find the best 
spatial data amounts and time lags for input data. A two-
dimensional matrix containing the selected features is fed into the 
CNN in order for it to build a prediction model.  
GeoTraPredict: Li et al. (2021) used a machine learning algorithm 
to forecast anomalies in Web Spatio-Temporal Traffic Flow data. 
The model learns the spatiotemporal patterns of traffic flow using a 
computer platform, and then it makes predictions about trends in 
both temporal and geographical dimensions. GeoTraPredict 
integrates cloud-based compute capabilities and a data 
aggregation portal to handle the volume of online traffic flow log 
data and the complexity of spatial data structures. It highlights the 
vital connection between population patterns and web traffic flow 
and solves the drawbacks of conventional forecast techniques. 
GeoTraPredict is a noteworthy addition to the traffic prediction 
area, demonstrating potential applicability in a range of real-world 
scenarios through its machine learning platform, data gathering 
portal, and cloud-based compute functionalities. In contrast, 
Priyadharsini and Chitra (2021) introduced a novel method of 
employing Kernel Support Vector Machines (KSVM) based on 
spatio-temporal motion pattern models for anomaly identification in 
excessively congested settings. Using threshold values, the 
methodology first segments the video. Next, it segments moving 
objects using Extended Kalman Filters (EKF) to improve 
classification accuracy. Finally, texture features are removed to 
differentiate between foreground and background objects. Finally, 
artifacts are labeled using improved Learning Vector Quantization 
(LVQ) to efficiently identify anomalies. Finally, Kernel Support 
Vector Machine (KSVM) based on spatio-temporal movement 
pattern models is effectively classified. The comparison with SVM 
and Hidden Markov Model (HMM) shows that KSVM is very useful 
for precisely tracking objects in busy environments. 
Li et al. (2022) present a spatio-temporal graph neural network 
approach for traffic flow prediction. It tackles the problem of short-
term traffic flow prediction, highlighting how important it is to 
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forecast traffic conditions precisely in order to construct smart cities 
and reduce traffic congestion. During the deep learning portion of 
the process, a dynamic perceptual graph neural network model is 
adopted in order to reveal hidden links in space-time. Graphs are 
used to aggregate and represent geographical and temporal 
elements, making it easier to understand possible linkages. Graphs 
are used to aggregate and represent geographical and temporal 
elements, making it easier to understand possible linkages. Real 
datasets were used for experimental validation, and the suggested 
approach's effectiveness was evaluated by comparing it to other 
benchmark models already in use. By capturing the subtle 
interactions between temporal and spatial dimensions in traffic flow 
data, the suggested method successfully addresses the issues of 
variability under various road conditions. Thus, Predicting Citywide 
Crowd Flows Using Deep Spatio-Temporal Residual Networks is 
the focus of Zhang et al.'s (2018) study. It tackled the difficult 
problem of predicting metropolitan crowd flows, which is essential 
to traffic control and public safety. The process entails creating a 
deep learning model called ST-ResNet specifically for predicting 
crowd movements in urban areas. The model addresses temporal 
aspects including closeness, period, and trend using a residual 
neural network structure. To capture spatial properties, a branch of 
residual convolutional units complements each temporal property. 
Based on data, the model progressively aggregates these 
branches' outputs, giving various branches and geographical areas 
distinct weights. To increase the precision of crowd flow forecasts, 
additional outside variables are included to the aggregation 
process, such as the day of the week and the weather. 
 An investigation was conducted on HUAD, or Hierarchical Urban 
Anomaly Detection Based on Spatio-Temporal Data (Kong et al., 
2020). Introducing HUAD, a framework for identifying urban 
anomalies based on spatiotemporal data, is the main goal of the 
study. The structure of the framework is hierarchical. Building 
approximate anomaly characteristics using traffic flow data—which 
includes taxi and subway data—is the first step in the process. The 
next steps are to find other abnormal regions, and generate refined 
anomaly characteristics from neighboring regions. The Long Short-
Term Memory (LSTM) network was used for traffic prediction on 
historical anomaly scores, and then use the One-Class Support 
Vector Machine (OC-SVM) approach to detect abnormal regions. 
As a result, Chen et al. (2019) used traffic state analysis and 
prediction to address the crucial problem of traffic congestion in 
urban road networks. The main goal is to reduce traffic congestion 
and increase the traffic capacity of urban road networks by utilizing 
spatiotemporal correlation characteristics to distinguish between 
different traffic congestion situations. There are two steps in the 
methodology. Using the available floating automobile data, analyze 
and investigate the spatiotemporal correlation properties of traffic 
conditions first. This analysis covers the entire worldwide road 
network, not just interactions upstream and downstream. Second, 
a Mixed Forest Prediction method is developed, using the local 
Moran's I traffic jam aggregation and diffusion properties. By taking 
spatiotemporal correlation characteristics into account, this 
technique enhances the current Random Forest algorithm.  
A novel deep learning framework named Deep Spatio-Temporal 
Multiple Domain Fusion Network for Urban Anomalies Detection is 
introduced by Liu et al. in 2020. Creating the Deep Spatio-
Temporal Multiple Domain Fusion Network is one of the 
methodology's tasks. To obtain spatiotemporal characteristics, a 
temporal convolution model and weighted adaptive graph were 
constructed. Furthermore, a cross-domain convolution network is 

utilized to create links among several domains. The end-to-end 
deep learning architecture makes it possible to gather the effects 
of urban anomalies on various datasets, which makes it easier to 
find anomalies in the city's various regions when the next time 
period rolls around. With the help of temporal convolution, cross-
domain convolution, and adaptive graph convolution, the 
suggested end-to-end deep learning strategy demonstrates 
improvements in spatiotemporal feature extraction and achieves a 
10% improvement over the most advanced techniques for 
detecting urban abnormalities.  
In the field of data mining and knowledge discovery, Wang (2018) 
tackled the important topic of spatio-temporal anomaly detection in 
traffic data. Developing a thorough method for spatiotemporal 
anomaly detection in traffic data is the main goal of the study. The 
writers begin by examining several kinds of traffic data and 
identifying unique characteristics within each kind. Next, in order to 
identify anomalous data points, a grid-based Local Outlier Factor 
(LOF) algorithm is presented in conjunction with grid partitioning. 
Subsequently, a comprehensive set of experiments is conducted 
on real-world trip data, comprising both taxi and bus data, to assess 
the effectiveness of the suggested approach in anomaly detection. 
On the other hand, Asadi and Regan (2019) suggest using the 
Deep Embedded Clustering technique to anticipate abnormalities 
in the spatiotemporal data traffic flow.  In order to train traffic flow 
data, it entails defining temporal and spatial clusters, establishing 
a spatio-temporal clustering problem, and putting forth a method 
based on a deep embedded clustering model. The useful 
connections between temporal and spatial clusters and the 
associated patterns in traffic data are also emphasized, 
underscoring the clustering method's efficiency in identifying 
commonalities. 
 An Inter-Fused Auto-encoder deep learning technique is 
introduced for the detection of anomalies on spatiotemporal traffic 
data flow (Aslam and Kolekar, 2022). It tackles the difficult problem 
of automatically identifying and deciphering unusual events in 
sequences of videos. For effective extraction of spatial and 
temporal data, it consists of an Inter-Fused Auto-encoder (IFA) that 
is built using layers of Long Short-Term Memory (LSTM) and 
Convolutional Neural Network (CNN). Through the application of 
deep neural network advances, specifically CNN and LSTM, an 
end-to-end trainable Inter-Fused Auto-encoder (IFA) was shown 
that can identify anomalous events by taking use of temporal and 
spatial variances in video data.  For testing videos, the 
reconstruction error is calculated using both Mean Squared Error 
(MSE) and Peak Signal-to-Noise Ratio (PSNR). A comparison is 
then made to determine which method is most appropriate for 
reconstructing the video sequence. To decide whether to classify 
testing occurrences as uncommon or normal, an optimal threshold 
is computed. Xia et al. (2020) have proposed STAP: A Spatio-
Temporal Correlative Estimating Model for Improving Quality of 
Traffic Data.  It tackles the problems that Intelligent Transportation 
Systems (ITS) face from poor quality traffic data. To find anomalous 
data, an enhanced Random Forest model-based anomalies 
detection system is first presented. The model then isolates spatial 
and temporal data separately and classifies conventional features. 
Lastly, an XGboost-based data estimation technique is suggested 
to correct anomalous data, hence enhancing the traffic data's 
overall quality. Consequently, to handle the critical problem of 
traffic flow forecasting in intelligent transportation system 
management, Attention-Based Spatio-Temporal Graph 
Convolutional Networks were presented for the prediction of 
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anomalies on traffic data flow (Lu et al., 2021). A spatio-temporal 
graph convolutional network based on attention is at the center of 
the suggested methodology. This model, in contrast to 
conventional methods, makes use of several channels to integrate 
various information sources on traffic conditions and maintenance 
events. The model attempts to improve traffic flow predictions 
during maintenance downtime by explicitly addressing spatio-
temporal interdependence and relationships within roadway 
networks. Furthermore, the practical implementation of the 
proposed model's computational complexity and scalability should 
be taken into account for future research directions. According to 
Xiao et al. (2020), a dual-stage attention-based Conv-LSTM 
network model is suggested for multivariate time series prediction 
and anomaly detection on spatiotemporal correlation. The focus of 
deep learning-based approaches is frequently on extracting 
temporal features, hence ignoring the complex spatial and 
temporal dynamic connections found in MTS. As a result, a dual-
stage attention-based Conv-LSTM network is used in the 
suggested model. Convolution operations are optimized at the 
outset of the process using a novel MTS preprocessing technique. 
After that, temporal correlations are captured by the LSTM model, 
and spatial correlations are extracted by the convolution layer. 
Insufficient temporal dependency in MTS prediction is effectively 
addressed by integrating attention processes with LSTM. By further 
removing unimportant data, the dual-stage attention process raises 
the significance of exogenous sequences and raises prediction 
accuracy overall. 
Xie et al. presented Deep Graph Convolutional Networks for 
Incident-Driven Traffic Speed Prediction (2020). It happens in three 
main steps. First, in order to find high-impact traffic occurrences, a 
critical incident finding method is presented. Second, latent incident 
impact features are extracted by a binary classifier that uses deep 
learning techniques. Lastly, a system for robust traffic speed 
prediction that effectively combines incident, spatiotemporal, 
periodic, and context information is introduced: the Deep Incident-
Aware Graph Convolutional Net (DIGC-Net). Experiments using 
real-world traffic datasets from New York City and San Francisco 
are used to assess the framework and show its superiority over 
rival benchmarks. 
Singh and Mohan (2018) proposed the use of the stacked auto-
encoder technique in conjunction with deep spatio-temporal 
representation to detect road accidents. It deals with the difficult but 
important problem of vision-based traffic accident identification in 
traffic surveillance footage. In contrast to conventional hand-crafted 
features, the authors' innovative system automatically learns 
feature representation from spatiotemporal volumes through the 
use of deep learning techniques. This opens the door to more 
accurate accident detection. To extract deep representations, the 
proposed methodology involves training denoising auto-encoders 
using regular traffic movies. Next, reconstruction error assessment 
and an unsupervised one-class support vector machine model are 
used to estimate the probability of an accident. Vehicle trajectory 
intersection points serve to reduce false alerts and improve system 
reliability in general. For a thorough assessment, actual accident 
recordings from Hyderabad, India's CCTV camera network are 
used. The suggested structure demonstrates effectiveness in 
actual accident situations. Trajectory crossing points are 
incorporated to further improve dependability, highlighting the 
potential of this method to advance automated accident detection 
systems in urban settings. 
Dokuz (2022) proposed the concept of social velocity based 

spatiotemporal anomalous daily activity discovery among social 
media users. It tackles the difficult problem of spotting unusual daily 
activities among social media users' typical behavior. Accurate 
information dissemination and user protection from hazardous 
content depend on the recognition of such activities. The intricacy 
of anomalous actions, the difficulty in identifying bot applications, 
and the large data aspect of social media databases all contribute 
to the complexity. The core of the suggested methodology is the 
creation of an interest metric called "social velocity" to identify 
unusual everyday activities based on temporal and spatial 
variations between subsequent posts.  
An approach to road accident identification and localization based 
on deep learning is presented (Pawar and Attar, 2022).  The main 
idea is to frame the issue as anomaly identification in actual traffic 
cam footage. Using spatiotemporal auto-encoder and sequence-
to-sequence long short-term memory auto-encoder, a one-class 
classification strategy is used. Road accident localization and 
identification are made possible by the efficient modeling of 
temporal and spatial representations in the video data made 
possible by these components. To evaluate the method's 
qualitative and quantitative performance, real-world video traffic 
surveillance datasets are used to conduct a thorough execution 
and evaluation. Xie et al. (2019) present a Deep Graph 
Convolutional Network for incident-driven traffic speed prediction.  
The study's main goal is to increase traffic speed prediction 
accuracy by using data on urban traffic occurrences. A three-step 
incident-driven prediction paradigm is presented by the authors. 
They first provide a way to find important urban traffic events. 
Second, a deep learning approach is used in the building of a 
binary classifier to extract latent incident impact features. Lastly, for 
improved traffic speed prediction, the authors presented the Deep 
Incident-Aware Graph Convolutional Network (DIGC-Net), which 
successfully integrates urban traffic incident, spatiotemporal, 
periodic, and context information. Furthermore, Wang et al. (2021) 
also suggested using dynamic hypergraph convolution networks to 
precisely estimate metro passenger flow. Although Graph 
Convolutional Neural Networks (GCN) are extensively used for 
predicting traffic flow, they are not very good at capturing high-
order correlations between stations and travel patterns of 
passengers. The dynamic spatio-temporal hypergraph neural 
network was developed in order to get around this restriction. The 
main hypergraph is built using the topology of the metro system 
and is enhanced with sophisticated hyper-edges that are obtained 
from pedestrian traffic patterns over a variety of time periods. Node-
level prediction is then made possible by extracting spatial and 
temporal characteristics using hypergraph convolution and spatio-
temporal blocks. 
 
RESULTS 
Table 1 (Appendix part) displays the findings of a thorough analysis 
and discussion of the research survey data. Statistical tools were 
used to further examine these data in order to provide more insight 
and better representations. The algorithms used, the challenged 
resolved, the outcome after the challenges were solved, 
benchmark algorithms used for validating the performance of the 
said algorithms, metrics adopted evaluate the performance of the 
said algorithms, and lingering limitations of the aforementioned 
algorithms are all highlighted in the table.  
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Algorithms adopted for the Prediction of anomalies on 
Spatiotemporal Data Traffic Flow 
After exhaustive investigation conducted on novel literatures, it was 
discovered that Machine Learning and Convolution Neural Network 
algorithms, were majorly adopted for anomaly detection on 
spatiotemporal data traffic flow in Internet of Things ecosystem, as 
denoted in table 1. However, Convolution Neural Network (CNN) 
algorithms were mostly deployed on average 70% as compared to 
50% Machine Learning algorithms, denoted in Figure 2.    
An artificial intelligence (AI) system uses a set of mathematical 
procedures or methods called machine learning (ML) algorithms 
are methods used by artificial intelligence system to predicts output 
values from a given input data. These include using raw data that 
the algorithm has been trained on to extract significant insights, 
trends, and future events. On the other hand, CNN is regarded as 
deep learning algorithm that works especially well for tasks 
involving picture recognition and processing. Convolutional, 
pooling, and fully connected layers are some of the layers that 
make it up. CNN architecture is influenced by how the human brain 
processes images. 
 

 
Figure 2. comparison of Algorithms for anomaly detection on 
Spatiotemporal data traffic Flow 
 
Benchmark Algorithms adopted for Performance Validation 
The algorithms adopted for the prediction of anomalies on 
spatiotemporal data traffic flow were validated to checkmate the 
genuineness by comparing their performance outcome to existing 
related algorithms. Investigation shows that classification, 
clustering and deep learning algorithms were majorly used as 
benchmark for the validation of the said algorithms, as captured in 
Table 1. However, classification algorithms were mostly deployed 
on average 55% as compared to that of clustering and deep 
learning as shown in figure 3.    
 

 
Figure 3. Benchmark Algorithms 
 
Clustering algorithms are unsupervised learning techniques, that 
do not have prior knowledge of any variable outcome, but instead 
seeks to extract insights from unlabeled data points. Examples of 
clustering algorithms as captured in table 1, include local factor 
(LOF), Support Vector Machine, Principle Component Analyses 

(PCA) etc. Classification is a supervised machine learning 
algorithm that attempts to predict the correct label of a given input 
set of data. Prior to being utilized to make predictions on raw 
dataset, unobserved data, it is thoroughly trained utilizing the 
training set and then assessed using test data. Examples of such 
algorithms as denoted in table 1, are the Random forest (RF), K-
nearest neighbor (KNN), Isolation forest (IF) etc.  
 
Metrics Adopted for Performance Evaluation of the Algorithms   
The performance of the proposed existing algorithms was 
evaluated using diverse metrics during experimentation and 
simulation operations. It was observed that Root Mean Squared 
Error (RMSE), Accuracy, Execution time, FI-Score, Receiver 
Operations Characteristics (ROC), Area Under Curve (AUC) and 
Mean Absolute Percentage Error (MAPE), were majorly adopted to 
evaluates the said algorithms as captured in table 1. However, 
RMSE was mostly used with an average of 22% as compared to 
other metrics. This can be verified as illustrated in figure 4.   
 

 
Figure 4. Performance Metrics Adopted  
 
MAPE measures the accuracy as a percentage, which is computed 
as the average absolute percent error for each time period with 
exclusion of actual values divisible by actual values.  
ROC curve is a graph known that displays a classification model's 
performance across all categorization thresholds. 
AUC measures the performance across all potential classification 
thresholds, by using the all-inclusive two-dimensional area beneath 
the entire ROC curve. 
RMSE measures the average difference between the anticipated 
and actual values of a statistical model.  
FI-score computes the accuracy of a binary classification 
algorithm, by integrating recall and precision values of the 
algorithm into a single metric. 
Accuracy is the frequency with which a model or algorithm 
accurately predicts the result. It is computed by dividing the number 
of correct predictions by the total number of predictions. 
Execution Time is the amount of time required for all 
computations, including data splitting, preprocessing, and model 
evaluation.  
 
 
Limitations of the existing algorithms that leads to Future 
Researches 
Even though the current models' performance has improved, as 
shown in Table 1, they are still susceptible to certain drawbacks 
that may guide future study. These problems include missing data, 
over-fitting, computational complexity and under-fitting. It was 
discovered that computational complexity is the most prevailing 
challenges with an average score of 40% as compared to other 
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challenges as illustrated in figure 5.  
 

 
Figure 5. Limitations of the proposed algorithms 
 
Overfitting occurs when a model tends to shield more data points 
than necessary or all of the data points in the dataset. 
Consequently, noise and incorrect values from the dataset are 
collected by the model, minimizing its accuracy and efficiency. 
Under-fitting occurs when a model is unable to identify the 
underlying trend in the data. To avoid overfitting, which could lead 
to the model learning inefficiently from the training data, the training 
data stream can be terminated beforehand. As a result, it may not 
be able to assess how well the data matches the dominant pattern. 
Computational Complexity It tends to find the computational 
resources needed to address problems involving time, memory 
space, or communication as well as the potential and constraints 
of algorithmic efficiency. 
Missing Data is when any of the observations in a dataset are 
missing, this is known as missing data or values. Furthermore, if an 
observation contains missing data for a variable, it is deemed odd. 
Therefore, any research that assumes the missing value fits nicely 
into the rest of the data is faulty.  
 
Conclusion 
In this study, the intelligent strategies for the anomaly prediction on 
spatiotemporal traffic data flow in metropolitan areas was 
conducted. The proposed techniques employed in the literature 
were identified and analyzed. In addition to examining the various 
benchmark algorithms adopted to validate the performance of the 
proposed techniques and the metrics used to evaluate the 
performance of the techniques. Highlighting the lingering 
challenges of the proposed techniques during predictive active 
state. Observations shows that convolution neural network 
algorithms were majorly applied in predicting anomalies on 
spatiotemporal data traffic flow, while classification algorithms were 
adopted mostly as benchmarking performance validation of the 
proposed techniques.  Furthermore, root mean squared error was 
majorly adopted to evaluate the performance of the proposed 
techniques, coupled with computation complexity as the prevalent 
challenge that still needs to be addressed. Future work intends to 
implements a potential technique for detecting anomalies in 
spatiotemporal data traffic flow in the internet of things ecosystem.  
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Table 1: Results of the research highlighting solutions to key research questions (RQ) 
 

 
Table 1: Results of the research highlighting solutions to key research questions (RQ) 

Article Title  Algorithm 
Adopted 

Challenges 
solved  

Outcome 
/Results  

Benchmark  Performance 
Metric used  

Drawback of the 
Study 

Short-term Traffic 
Flow Prediction 
based on Spatio-

spatio-
temporal 
feature 

accurate 
short-term 
traffic flow 

STFSA models 
achieve a higher 
accuracy gain 

SVR, SARIMA, 
KNN, ANN, 
CNN, ANN 

MAPE No attention to 
speed, road 
conditions, 

Article Title  Algorithm 
Adopted 

Challenges 
solved  

Outcome 
/Results  

Benchmark  Performance 
Metric used  

Drawback of the 
Study 

Adapted k Nearest 
Neighbors for 
Detecting 
Anomalies on 
Spatio-Temporal 
Traffic Flow 
(Djenouri et al., 
2019)  

I)kNN-FDP outlier 
detection area 
by finding 
anomalies in 
spatio-temporal 
urban traffic 
flow 

outperforms the 
baseline 
algorithms in terms 
of F-measure 

 Similarity 
metric  

Limited dataset 

Detecting Urban 
Anomalies Using 
Multiple Spatio-
Temporal Data 
Sources  (Zhang et 
al., 2018) 

I)Aggregating 
Individual 
Anomaly 
Scores,  
II)One Class 
Support Vector 
Machine 

 a method for 
detecting urban 
anomalies 
using 
multiple spatio-
temporal data 
sources 

I)The algorithm is 
capable of finding 
anomalies even 
when external 
environment 
changes 
II)Checking nearby 
regions and 
consecutive time 
slots helps us detect 
anomalies before it 
reaches its 
peak 

 Hit rate Achieving a full set 
of ground truth 
leading to 
inaccurate false 
alarm rate 

Traffic Anomaly 
Prediction Based on 
Joint Static-
Dynamic Spatio- 
Temporal 
Evolutionary 
Learning  (Liu et al., 
2023) 

I)SNIPER Accurate traffic 
anomaly 
prediction  

outperforms state-
of-the-arts  
by 3.9%, 0.9%, 
1.9% and 1.6% on 
Chicago datasets, 
and 2.4%, 0.6%, 
2.6% and 1.3%  
on New York City 
datasets  

 AUC-PR, AUC-
ROC, F1 
score, and  
accuracy 

generalizability of 
the proposed model 
to different datasets 
and real-world 
scenarios 

Short-Term Traffic 
Flow Prediction 
Considering Spatio-
Temporal 
Correlation: 
A Hybrid Model 
Combining Type-2 
Fuzzy C-Means and 
Artificial Neural 
Network (Tang et 
al., 2019) 

I) type-2 fuzzy  
c-means 
(FCM) 
II) Neural 
networks  

short-term 
traffic flow 
prediction in 
intelligent 
transportation 
systems 

the proposed model 
express better 
prediction 
performance and a 
lower error growth 
rate than the other 
models in single-
step and multi-step 
prediction 

FCMNN and 
original ANN 
model 

Traffic flow and 
time 

dependence on 
specific datasets  

Conformal Anomaly 
Detection on Spatio-
Temporal 
Observations with 
Missing Data (Xu 
and Xie, 2021) 

I) (Ensemble 
Conformal 
Anomaly 
Detection)  

effective 
anomaly 
detection in 
spatio-temporal  

A high F1 score Nil F1 Score, 
Prediction and 
Recall  

generalizability of 
ECAD across 
diverse 
datasets and 
application 
scenarios.  

https://dx.doi.org/10.4314/swj.v19i3.25
http://www.scienceworldjournal.org/


Science World Journal Vol. 19(No 3) 2024   https://dx.doi.org/10.4314/swj.v19i3.25 
www.scienceworldjournal.org 
ISSN: 1597-6343 (Online), ISSN: 2756-391X (Print)   
Published by Faculty of Science, Kaduna State University 

 

 A Predictive Anomaly Algorithms on Spatio-Temporal Traffic Flow-enabled 
Internet of Things 

787 

Temporal Analysis 
and 
CNN Deep Learning 
(Zhang et al., 2019) 

selection 
algorithm 
(STFSA) 

prediction with the 
prediction time 
increases 

weather, traffic 
regulations, and 
holidays 

GeoTraPredict: A 
machine learning 
system of web 
spatio-temporal 
traffic flow  (Li et al., 
2020) 

GeoTraPredict accurate 
prediction of 
web spatio-
temporal traffic 
flow 

Better prediction 
that past methods 

traditional 
models, 
Self-Similar 
Models, 
machine learning 
based 
models 
 

Bit/second 
Deviated ration 
of expected 
flow 

Limited dataset 

A Kernel Support 
Vector Machine-
based Anomaly 
Detection using 
Spatio‐temporal 
Motion Pattern 
Models in Extremely 
Crowded Scenes 
(Priyadharsini and 
Chitra, 2021) 

Kernel SVM 
Anomaly 
Detection 

Anomaly 
detection in 
crowded 
scenes 

Proposed KSVM 
achieved high 
performance 

SVM, Hidden 
Markov Model 

Accuracy Use of the certain 
picture attrib- 
utes such as 
wavelet coefcients, 
windowed object 
growth  
averages, and 
windowed velocity 
calculation 
averages 

A Spatio-Temporal 
Graph Neural 
Network Approach 
for Traffic 
Flow Prediction  (Li 
et al., 2022) 

dynamic 
aware graph 
neural network 
model 

issue of short-
term traffic 
flow 
prediction 

Proposed method 
demonstrated 
certain 
advantages in 
experiments 

ARIMA, 
Traditional 
machine 
learning, 
Deep learning 

MAE, 
RMSE 
MAPE  

 the experimental 
data were 
not updated in a 
timely manner 

Predicting Citywide 
Crowd Flows Using 
Deep Spatio-
Temporal Residual 
Networks (Zhang et 
al., 2018) 

ST-ResNet forecasting 
crowd flows in 
a city 

Outperformed 
nine well-known 
baselines in 
extensive 
evaluations 

ARIMA, 
SARIMA, 
ST-ANN, 
DeepST, 
RNN, 
LSTM, 
 
 

RMSE Not considering 
type of flows 

 
 
Table 1: Results of the research highlighting solutions to key research questions (RQ) 

Article Title  Algorithm 
Adopted 

Challenges 
solved  

Outcome 
/Results  

Benchmark  Performance 
Metric used  

Drawback of the 
Study 

HUAD: 
Hierarchical 
Urban Anomaly 
Detection 
Based on Spatio-
Temporal Data 
(Kong et al., 
2020) 

HUAD 
framework 

To detect 
urban 
anomalies 
based on 
spatio-
temporal data. 

Effective 
detection of urban 
anomalies 

LSTM, 
ARIMA 

Recall Prone to 
Computation 
Complexity 
regarding time and 
memory space.  

Discrimination 
and Prediction of 
Traffic 
Congestion 
States of Urban 
Road Network 
Based on Spatio-
Temporal 
Correlation (Chen 
et al., 2019) 

Mixed Forest 
prediction 
method 

To 
discriminate 
and predict 
traffic 
congestion 
states 

Improved short-
term prediction of 
urban road 
network traffic 
states 

Mixed Forest 
Prediction 
Method, 
Classified 
Prediction 
Method, 
Post Classification 
Forest, 
Decision Tree 
Algorithm, 
Bayesian 

RMSE, 
RMLSE, 
False positive 
rats 

Testing with big data 

https://dx.doi.org/10.4314/swj.v19i3.25
http://www.scienceworldjournal.org/
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Algorithm, 
K-means 
Algorithm, 

Deep Spatio-
Temporal Multiple 
Domain Fusion 
Network 
for Urban 
Anomalies 
Detection (Liu et 
al., 2020) 

Deep Spatio-
Temporal 
Multiple 
Domain 
Fusion 
Network 

Urban 
Anomalies 
Detectio 

nearly 10% 
improvement 
beyond state-of-
the-art urban 
anomalies 
detection 
methods 

CUAPS, 
UAPD, 
CAIAS, 
DAUAD 
 

Precision, 
Recall rate, 
F1 score 

Unable to test with 
more general 
spatiotemporal 
prediction  

Spatio-temporal 
Anomaly 
Detection in 
Traffic Data 
(Wang et al., 
2018) 

grid-based 
LOF 
algorithm 

spatio-
temporal 
anomaly 
detection in 
traffic data 

Effective on real 
world trip data 

Skyline, 
Quartile, 
LOF, 
Isolation Forest 

AUC value 
RMSE 

No analysis of cause 
of abnormal data and 
prone to 
Computation 
Complexity 

Spatio-Temporal 
Clustering of 
Traffic Data with 
Deep Embedded 
Clustering (Asadi 
and Regan, 2019) 

deep 
embedded 
clustering 
model 

spatio-
temporal traffic 
data 

Addressed the 
spatiotemporal 
clustering 
problem in traffic 
data 

K-means, 
Deep learning 
model 

Average 
similarity 

Clear definition of 
constraints so as to 
understand 
generalization  

 
 
 
Table 1: Results of the research highlighting solutions to key research questions (RQ) 

Article Title  Algorithm 
Adopted 

Challenges 
solved  

Outcome 
 

Benchmark  Performance 
Metric used  

Drawback of 
the Study 

Unsupervised 
Anomalous Event 
Detection in 
Videos using 
Spatio-Temporal 
Inter-fused Auto-
encoder (Aslam 
and Kolekar, 
2022) 

CNN, 
LSTM 

automatically 
detecting and 
interpreting 
anomalous events 
in video sequences 

Effectively 
captures both 
spartial and 
temporal 
features 

MPPCA, 
MPPCA + SFA, 
MDT, 
ISTL 

AUC, 
EER 
RMSE 

Focus on 
situation 
dependent 
anomaly only 
and prone to 
computation 
complexity 

STAP: A Spatio-
Temporal 
Correlative 
Estimating 
Model for 
Improving Quality 
of Traffic Data 
(Xia et al., 2020) 

spatio-
temporal 
correlative 
estimating 
model 

low-quality 
traffic data within 
Intelligent 
Transportation 
Systems 

Improves data 
quality  

DPMM, 
ARIMA, 
KNN 

MAPE 
RMSE 

No cross 
sensor 
detection and 
validation 

Traffic Flow 
Forecasting with 
Maintenance 
Downtime via 
Multi-Channel 
Attention-Based 
Spatio-Temporal 
Graph 
Convolutional 
Networks (Lu et 
al., 2021) 

attention-
based spatio-
temporal 
graph 
convolutional 
network 

traffic flow 
forecasting in 
intelligent 
transportation 
system 
management 

superior 
performance in 
capturing 
complex spatio-
temporal 
relationships 

T-GCN, 
STGCN, 
GraveWaveNet, 
ASTGCN, 
GCN-RWZ 

MAPE, 
RMSE 

Not considering 
to 
computational 
complexity 

A dual‐stage 

attention‐based 

Conv‐LSTM 

dual-stage 
attention-
based Conv-

enhance 
forecasting 
accuracy by 

the proposed 
model achieves 
state-of-the-art 

LSTM, 
GRU, 
EA-LSTM, 

MAPE, 
MSE, 
RMSE, 

Limited dataset 

https://dx.doi.org/10.4314/swj.v19i3.25
http://www.scienceworldjournal.org/
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network for 
spatio‐temporal 
correlation and 
multivariate time 
series prediction 
(Xiao et al., 2020) 

LSTM network comprehensively 
considering spatial 
and 
temporal 
correlations 

results across 
diverse datasets 

DA-RNN, 
OURS 

TIC 

Deep Graph 
Convolutional 
Networks for 
Incident-Driven 
Traffic Speed 
Prediction (Xie et 
al., 2020) 

Deep Incident-
Aware Graph 
Convolutional 
Network 

accurate traffic 
speed prediction 

showcases 
superior 
performance 
over existing 
benchmarks 

ARIMA 
SVR  
LSTM  
 

MAPE 
RMSE 

Limited dataset 

 
 
Table 1: Results of the research highlighting solutions to key research questions (RQ) 

Article Title  Algorithm 
Adopted 

Challenges 
solved  

Outcome 
 

Benchmark  Performance 
Metric used  

Drawback of 
the Study 

Deep Spatio-
Temporal 
Representation for 
Detection 
of Road Accidents 
Using Stacked 
Autoencoder (Singh 
and Mohan, 2018) 

unsupervised 
one-class 
support vector 
machine 
model 

vision-based 
detection 
of road accidents 
in traffic 
surveillance 
videos 

showcases 
efficacy 
in real accident 
scenarios 

Hui et al, 
C-HMM, 
 

True positive 
rats, 
False positive 
rate, 
Root Mean 
Squared Error 

variations in 
surveillance 
video 
quality and 
environmental 
conditions 

Social velocity 
based spatio-
temporal anomalous 
daily activity 
discovery of 
social media users 
(Dokuz, 2022) 

Na¨ıve 
algorithm, 
SV-ADAD 
algorithm, 
 

identifying 
anomalous daily 
activities within the 
normal behavior of 
social media users 

successfully 
discover 
anomalous daily 
activities 

Principal 
Component 
Analysis (PCA) 

Social velocity  demonstrates 
promising results 
in uncovering 
anomalous daily 
activities but 
prone with 
computation 
Complexity 

Deep learning based 
detection and 
localization of road 
accidents from traffic 
surveillance videos 
(Pawar and Attar, 
2022) 

one-class 
classification 

continuous 
supervision of real-
world traffic 
surveillance 
videos to monitor 
and respond to 
fatal accidents 

showcases 
promising 
results in 
automating the 
detection and 
localization 
process 

ConvLSTMAE, 
ConvAE, 
AnoPred, 
TAD, 
Ensemble 

ROC, 
AUC 

Limited dataset  
And 
Computation 
Complexity 

 "How do urban 
incidents affect 
traffic speed?" A 
Deep Graph 
Convolutional 
Network for Incident-
driven Traffic Speed 
Prediction (Xie et al., 
2019) 

Deep Incident-
Aware Graph 
Convolutional 
Network 

accurate traffic 
speed prediction in 
the 
context of urban 
transportation 
planning. 

demonstrates 
superior 
performance 

ARIMA, 
LSTM, 
GC, 
SVR, 
LSM-RNN, 
LC-RNN 

MAPE No exploration of 
adaptability 

Metro Passenger 
Flow Prediction via 
Dynamic 
Hypergraph 
Convolution 
Networks 
(Wang et al., 2021) 

dynamic 
spatio-
temporal 
hypergraph 
neural network 

intelligent 
transportation 
systems to 
predict metro 
passenger flow 
accurately 

results 
demonstrate 
superior 
performance 

LWR, 
ARIMA, 
LSTM, 
GRU, 
SAE, 
 

MAE, 
RMSE 

Generic ability of 
model to metro 
systems and 
Computation 
Complexities  
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