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ABSTRACT 
Nigeria’s dynamic retail sector presents complex forecasting 
challenges due to market volatility and socio-economic factors. 
This study develops a machine learning-based solution using 
historical sales data and external variables (weather, fuel prices, 
CPI, unemployment) sourced from Kaggle. Linear Regression, 
Decision Trees, Random Forests, and Feedforward Neural 
Networks were evaluated using MSE, MAE, MAPE, and R². 
Feature engineering revealed price (26.7%) and promotions 
(17.3%) as dominant demand drivers. The Random Forest model 
outperformed others, reducing MAPE from 25.4% to 16.6% and 
improving R² from 0.216 to 0.400 when incorporating external 
factors. These results highlight the value of integrating socio-
economic indicators into forecasting systems, offering Nigerian 
retailers a scalable, Machine Learning-driven framework for 
inventory optimization. Future research should explore hybrid 
models and real-time signals, such as social media trends, to 
enhance predictive accuracy. 
 
Keywords: Retail demand forecasting, machine learning, external 
factors, Random Forest, Inventory Optimisation. 
 
INTRODUCTION 
The closure of major retail chains like Shoprite in June 2024 
underscores the existential pressures facing Nigeria’s retail sector 
amid historic inflation and eroding consumer purchasing power. For 
local retailers, survival now hinges on balancing inventory costs 
with volatile demand, a challenge where accurate forecasting has 
shifted from a strategic advantage to an operational necessity 
(Adebanjo et al., 2023). Yet in Nigeria’s informal-dominant market 
accounting for 65% of retail activity (NBS, 2023), traditional 
forecasting methods often fail to capture the rapid shifts in 
consumer behaviour or external shocks such as fuel shortages, 
which have been shown to depress sales in Lagos by as much as 
23% (PwC, 2023). 
These challenges reflect broader structural gaps in demand 
forecasting across developing economies, where fragmented 
supply chains, limited access to reliable data, and fast-evolving 
consumer preferences hinder predictive accuracy (Fildes et al., 
2021; Idokoa et al., 2019). While machine learning (ML) techniques 
have transformed demand forecasting in stable, data-rich markets 
(Gumasing et al., 2023), their application in volatile and resource-
constrained environments like Nigeria remains underexplored 
(Kim, 2023). Moreover, most existing models overlook hyper-local 
external factors, from black-market exchange rates to religious 
festivals that disproportionately influence retail demand in low-
income settings. 
This study addresses these limitations by developing a machine 
learning-based forecasting framework tailored to Nigeria’s unique 
retail landscape. Our research evaluates the performance of linear 

regression, decision trees, random forests, and feed-forward 
neural networks, enhanced with external variables such as 
unemployment rates, fuel prices, and weather conditions. By 
modelling how these factors interact with historical sales data, the 
proposed system demonstrates a 40% improvement in forecasting 
accuracy measured through Mean Absolute Percentage Error 
compared to conventional models. This accuracy gain translates 
into an estimated ₦284 billion in potential annual savings, 
considering that Nigerian retailers currently lose up to 30% of 
profits due to inventory mismanagement (NARB, 2023). 
The findings offer both methodological and practical contributions: 
a replicable blueprint for retailers in emerging markets to integrate 
socio-economic indicators into demand forecasting, and a data-
driven foundation for optimizing inventory decisions in increasingly 
unpredictable business environments (Lee et al., 2024). 
The application of ML to retail demand forecasting has yielded 
transformative results in structured markets, yet its implementation 
in developing economies like Nigeria, where informal trade 
dominates 65% of retail activity (NBS, 2023) and macroeconomic 
volatility is the norm, remains critically underexplored. This review 
synthesises global advancements in ML-based forecasting, 
explicitly evaluating their applicability to Nigeria’s high-uncertainty 
environment, where external shocks (e.g., fuel shortages, currency 
fluctuations) account for 55% of demand variance (CBN, 2023). 
Studies across geographies confirm ML’s superiority over 
traditional methods. Lee et al. (2024) demonstrated deep neural 
networks (DNNs) could predict store counts and sales with 89% 
accuracy, but their model ignored external factors like 
transportation access, a critical oversight for Nigeria, where poor 
road networks disrupt 40% of retail supply chains (World Bank, 
2022). Similarly, Kim (2023) combined internal and 
macroeconomic variables for South Korean automobile demand 
forecasting but omitted accuracy metrics, limiting reproducibility in 
data-scarce contexts. The absence of external factors in high-
accuracy models (Lee, Kim) reveals a mismatch with Nigeria’s 
reality, where variables like fuel prices and black-market exchange 
rates disproportionately impact demand. 
Research on pricing optimization highlights ML’s adaptability but 
also its data dependencies. Adebanjo et al. (2023) reduced online 
order cancellations by 22% using logistic regression, but their 
reliance on survey data not real-world sales limits applicability to 
Nigeria’s cash-driven informal sector. In contrast, Taparia et al. 
(2023) achieved a 7.74% MAPE for 1,000 SKUs using a hybrid 
Random Forest-Linear Regression model but excluded holidays 
and weather, which drive 30% of sales fluctuations in Lagos’s 
seasonal markets (PwC, 2023). 
Deep learning’s data hunger poses challenges. Saha et al. (2022) 
found LightGBM outperformed LSTM for multinational retailers, but 
their exclusion of marketing data ignores Nigeria’s influencer-
driven informal promotions. Giri and Chen (2022) integrated 
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product images into fashion demand forecasts a technique 
impractical for Nigeria’s 80% unstructured retail inventory (NARB, 
2023). 
The most relevant insights come from studies integrating diverse 
variables. Kilimci et al. (2019) combined weather and shopping 
trends in Turkey but overlooked economic data a critical gap given 
Nigeria’s inflation-driven demand shifts. Mitra et al. (2022) 
demonstrated hybrid models’ robustness, yet their computational 
complexity may exceed Nigerian retailers’ IT capabilities. Crucially, 
Fildes et al. (2021) confirmed Random Forests’ dominance but 
noted no studies tested them with developing-economy external 
factors. 
This review exposes a paradox, while ML’s forecasting power is 
undeniable, 80% of studies focus on data-rich developed markets 
(Chen et al., 2021), leaving Nigeria’s volatility unaddressed. 
 
MATERIALS AND METHODS 
This study adopts a quantitative approach to develop and evaluate 
ML models for predicting retail product demand in Nigeria, 
addressing the challenges of dynamic consumer behaviour and 
limited data availability. The methodology follows a structured 
process, as illustrated in Figure 1.1: data collection from diverse 
retail and external sources, data cleaning and preparation, feature 
engineering, development and training of four ML models (Linear 
Regression, Decision Trees, Random Forests, and Feed-forward 
Neural Networks), model evaluation using multiple performance 
metrics, and visualization of results to provide actionable insights.  
 

 
Figure 1: Research Methodology Framework 
 
Data Collection 
High-quality, comprehensive data is foundational to effective ML-
based demand forecasting. Data was sourced from Kaggle, a 
reputable platform hosting public retail datasets. These datasets 
include point-of-sale (POS) transaction records (e.g., product 
details, quantities sold, prices, timestamps), inventory 
management data (e.g., stock levels, product arrivals, turnover 
rates), and customer relationship management (CRM) data (e.g., 
purchase histories, loyalty program insights). To capture broader 
influences on demand, external data sources were incorporated, 
specifically selected based on their relevance to Nigerian retail 
dynamics and prior literature (Kim, 2023; Kilimci et al., 2019). 
These include: 

i. Weather patterns: Seasonal variations (e.g., rainy vs. 
dry seasons) impact consumer purchasing behaviour, 
particularly for products like clothing and food. 

ii. Fuel prices: As a key driver of transportation and 
logistics costs in Nigeria, fuel price fluctuations affect 
product pricing and consumer spending. 

iii. Consumer Price Index (CPI): This reflects inflation 
trends, a critical factor given Nigeria’s high inflation 
rates in 2024. 

iv. Unemployment rates: Economic conditions influence 
consumer purchasing power, especially in a developing 
economy. 

These external factors were chosen because they are measurable, 
publicly available, and frequently cited as significant in retail 
demand studies, particularly in developing economies with volatile 
economic conditions (Fildes et al., 2021). This diverse dataset 
ensures a robust foundation for ML model development tailored to 
the Nigerian retail context. 
 
Data Preparation and Cleaning 
To ensure the dataset was ready for meaningful machine learning 
analysis, extensive data preparation and cleaning were carried out. 
The raw data, as is common in real-world retail environments, 
contained missing entries, inconsistent values, and scale 
imbalances that could hinder model accuracy. Missing values were 
first identified using heatmaps and descriptive statistics to reveal 
underlying patterns. Different imputation strategies were applied: 
numerical features such as price were filled using mean or median 
values; categorical variables like product category used mode 
imputation; and time-series data exhibiting predictable trends were 
addressed with linear interpolation. Rows with excessive missing 
values were deleted cautiously to avoid unnecessary data loss. 
Outliers, which can distort model learning, were detected through 
boxplots and the interquartile range (IQR) method. Rather than 
removing all anomalies outright, Winsorization was used to cap 
extreme values within acceptable bounds, striking a balance 
between data integrity and noise reduction. Where values were 
erroneous, they were excluded with care to preserve meaningful 
patterns in the data. Finally, numerical features such as price and 
quantity were normalised using Min-Max Scaling to rescale them 
within a [0, 1] range, ensuring that all features contributed 
proportionately during training, particularly important for algorithms 
like neural networks that are sensitive to feature scale. This 
systematic, human-centred approach to data preparation laid a 
strong foundation for accurate, reliable forecasting outcomes. 
 
Feature Engineering 
To improve the predictive power of the models, feature engineering 
was carried out with a focus on creating meaningful variables and 
reducing noise. This process began with the thoughtful creation of 
new features such as lagged sales (e.g., previous week or month 
sales), which helped capture temporal purchasing patterns that raw 
data alone could not reflect. Interaction terms like price × 
promotions were also introduced to account for the combined 
influence of multiple factors on consumer behaviour. Beyond 
creation, careful feature selection was essential to streamline the 
dataset and enhance model interpretability. Correlation analysis 
was used to identify and consolidate highly similar variables, such 
as overlapping product categories, while feature importance scores 
generated from Random Forest models helped isolate the most 
influential predictors. To prevent over-fitting and reduce 
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computational complexity, particularly as the number of variables 
grew, Principal Component Analysis (PCA) was applied. This 
technique preserved 95% of the dataset’s variance while reducing 
dimensionality, ensuring the model remained both efficient and 
robust. Altogether, this feature engineering process not only 
boosted model accuracy but also deepened our understanding of 
the factors driving retail demand. 
 
Proposed Models 
Four ML models were selected to balance simplicity, 
interpretability, and the ability to capture complex patterns, based 
on their prevalence in retail demand forecasting literature and 
suitability for the dataset’s characteristics (Fildes et al., 2021; Saha 
et al., 2022): 
 
 
Linear Regression  
A baseline model chosen for its simplicity and interpretability, 
modelling linear relationships between demand and features (e.g., 
price, promotions). It assumes linearity, which may limit its ability 
to capture complex patterns. 
Model:  Y =  β0 +  β1X +  ε                                                                                                        
Where:     (1) 

• Y is the dependent variable (demand) 

• X is the independent variable (e.g., price, promotions, 
seasonality) 

• β0 is the intercept 

• β1 is the slope coefficient 

• ε is the error term 
  Objective: Minimise the sum of squared errors (SSE). 
Decision Trees 
Selected for their interpretability and ability to model non-linear 
relationships by recursively splitting data based on feature 
thresholds. They are prone to over-fitting, mitigated by pruning 
techniques. 
Model: Y =  f(X) 
Where:    (2) 

• Y is the dependent variable (demand) 

• X is the independent variable (e.g., price, promotions, 
seasonality) 

• f(X) is the decision tree function 
Objective: Minimise the impurity measure (e.g., Gini index) at each 
node. 
Random Forests 
An ensemble method chosen for its robustness and improved 
accuracy over single Decision Trees, leveraging multiple trees 
trained on random subsets of data and features. 

Model: Y =
∑[f(X)]

n
 

Where:    (3) 

• Y is the dependent variable (demand) 

• X is the independent variable (e.g., price, promotions, 
seasonality) 

• f(X) is the decision tree function 

• n is the number of trees 
Objective: Minimise the average impurity measure across all trees. 
 
Feed-forward Neural Networks (FNNs)  
Selected for their ability to model complex non-linear relationships, 
suitable for large, diverse datasets. A Multi-Layer Perceptron 
(MLP) architecture was used, with hyper-parameter tuning (e.g., 

layers, nodes) to optimise performance. 
Model: 𝑌 =  𝜎(𝑊𝑋 +  𝑏)  
Where:    (4) 

• Y is the dependent variable (demand) 

• X is the independent variable (e.g., price, promotions, 
seasonality) 

• W is the weight matrix 

• b is the bias term 

• σ is the activation function (e.g., sigmoid, ReLU) 
Objective: Minimise the loss function. 
These models were chosen to provide a spectrum of approaches, 
from simple (Linear Regression) to complex (FNNs), allowing a 
comprehensive evaluation of performance across different data 
patterns. Their frequent use in retail forecasting studies ensures 
comparability with prior work (Gumasing et al., 2023; Taparia et al., 
2023). 
 
Model Evaluation Metrics 
Model performance was assessed using four metrics as shown in 
equations (5 – 8), to ensure a robust comparison: 

i. Mean Square Error (MSE): Measures average squared 
differences between original and predicted sequences. 

a. MSE = (
1

𝑛
) ∗  𝛴(ˆ𝑦𝑖 −  𝑦𝑖)2       (5) 

ii. Mean Absolute Error (MAE): Captures the mean 
difference between actual and predicted values 

a. MAE = (
1

𝑛
) ∗  𝛴(|ˆ𝑦𝑖 −  𝑦𝑖|)       (6) 

iii. Mean Absolute Percentage Error (MAPE): Measures 
the average absolute percentage difference between 
the predicted and actual demand. It is instrumental 
when dealing with data where the target variable 
(demand) has varying scales across different products 
or periods.  

MAPE = (
1

𝑛
) ∗  𝛴(|ˆ𝑦𝑖 −  𝑦𝑖|)/|𝑦𝑖|) ∗ 100    (7) 

Where: 

• ˆ𝑦𝑖 is the predicted value 

• 𝑦𝑖 is the actual value 

• n is the number of observations 
 

iv. R-squared (Coefficient of Determination): R-squared 
represents the proportion of variance in the actual 
demand that the model explains. It ranges from 0 to 1, 
with a higher value indicating a stronger association 
between the predicted and actual demand.  

R² =  1 − (
SSE

SST
)    (8) 

Where: 

• SSE = Sum of Squares of Errors (residuals) 

• SST = Sum of Squares of Total (data variance) 

• R² ranges from 0 to 1, where: 

• 0 indicates no relationship between y and x 

• 1 indicates perfect relationship between y and x 
The model with the lowest MAE and MAPE, indicating the smallest 
average prediction errors, is considered a strong candidate. 
Additionally, the model with a reasonably high R-squared value 
signifies a good fit between the predicted and actual demand. 
However, if a model has similar error metrics with significantly lower 
R-squared, it might suggest over-fitting and a preference for the 
model with a slightly higher error but better generalizability. 
 

https://dx.doi.org/10.4314/swj.v20i3.11
http://www.scienceworldjournal.org/


Science World Journal Vol. 20(No 3) 2025  https://dx.doi.org/10.4314/swj.v20i3.11 
www.scienceworldjournal.org 
ISSN: 1597-6343 (Online), ISSN: 2756-391X (Print)   
Published by Faculty of Science, Kaduna State University 

 

 Optimising Nigerian Retail Demand Forecasting: Leveraging Machine Learning 
and External Factors” 

1001 

Analysis and Visualisation 
Results were visualised using plots (e.g., actual vs. predicted 
demand, feature importance) to interpret model performance and 
provide actionable insights for Nigerian retailers. Comparative 
analysis identified the best-performing model based on evaluation 
metrics, guiding recommendations for practical deployment. 
 
RESULTS 
The analysis and results of the study are displayed in tables and 
graphs as shown below: 
The analysis in ‘Figure 2’ reveals several key factors influencing 
product demand in retail shops, as identified in the latest 20 
literature reviews. Price emerges as the most significant factor, 
affecting demand in 26.7% of cases. This underscores the 
importance of strategic pricing to balance profitability and customer 
demand. Promotions follow closely, impacting demand in 17.3% of 
cases, highlighting the effectiveness of promotional activities in 
stimulating sales. Seasonal variations and weather conditions also 
play substantial roles, influencing demand in 14.7% and 12.0% of 
cases, respectively. This necessitates adjusting inventory and 
marketing strategies based on seasonal trends and weather 
patterns. Economic factors, such as fuel price and unemployment 
rate, though less influential, still impact demand in 21.3% and 8.0% 
of cases, emphasising the need to consider broader economic 
conditions when making business decisions. 

 
 

 
Figure 2: Key Factors Influencing Product Demand in Retail Shops 
 

 
Table 1: Correlation Matrix of Demand Factors 

 
Factor 

 
Price 

 
Promotion 

 
Seasonality 

 
Weather 

Fuel 
Price 

 
Unemployment 

Price 1.00 0.27 0.39 0.24 0.03 0.11 

Promotion 0.27 1.00 0.08 0.05 0.05 0.10 

Seasonality 0.39 0.08 1.00 0.07 0.01 0.03 

Weather 0.24 0.05 0.07 1.00 0.90 0.55 

Fuel Price 0.03 0.05 0.01 0.90 1.00 0.98 

Unemployment 0.11 0.10 0.03 0.55 0.98 1.00 

‘Table 1’ presents the correlation matrix between various factors 
influencing product demand in retail shops, revealing intriguing 
relationships. Price and seasonality exhibit a moderate positive 
correlation (0.39), suggesting that as prices increase, demand may 
also increase during peak seasons. Moreover, price has a 
moderate positive correlation with promotion (0.27) and a weak 
correlation with the unemployment rate (0.11), indicating that price 
changes are related to promotional activities and unemployment 
rates, but not strongly. Weather, fuel price, and unemployment rate 
show strong positive correlations, indicating that these factors are 
closely intertwined, with changes in one significantly impacting the 
others. Notably, fuel price and unemployment rate have a robust 
positive correlation (0.98), highlighting their close relationship. On 
the other hand, promotion has relatively weak correlations with 
other factors, suggesting that its impact on demand may be 
independent of these factors. As shown in ‘Figure 3’ below. 

 
Figure 3: Heat-map of Correlation Matrix of Demand Factors 
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Table 2: Models Training and Validation Performance Metrics 

Model Train MSE Val MSE Train R2 Val R2 Train MAPE Val MAPE 

Linear Regression 0.101 0.106 0.001 0.005 22.2% 25.7% 

Decision Tree 0.100 0.108 0.011 0.021 22.1% 25.7% 

Random Forest 0.080 0.068 0.215 0.216 19.5% 25.4% 

Neural Network 0.092 0.102 0.094 0.099 20.8% 26.0% 

 
Note: MSE = Mean Squared Error, R2 = Coefficient of 
Determination, MAPE = Mean Absolute Percentage Error.  
The model training and validation performance metrics presented 
in ‘Table 2’ reveal intriguing insights into the predictive power of 
each model. Linear Regression exhibits a relatively high Train MSE 
(0.101) and Val MSE (0.106), indicating a moderate fit, while its 
Train R2 (0.001) and Val R2 (0.005) suggest a weak correlation 
between predicted and actual values. In contrast, the Decision Tree 
shows a slightly improved fit with lower Train MSE (0.100) and Val 
MSE (0.108), but its Train R2 (0.011) and Val R2 (0.021) remain 
relatively low. Random Forest emerges as the top-performing 

model, boasting the lowest Train MSE (0.080) and Val MSE 
(0.068), as well as the highest Train R2 (0.215) and Val R2 (0.216), 
indicating a strong fit and high correlation. Neural Network falls in 
between, with moderate Train MSE (0.092) and Val MSE (0.102), 
and relatively high Train R2 (0.094) and Val R2 (0.099). Notably, 
all models exhibit relatively high MAPE values, ranging from 19.5% 
(Random Forest) to 26.0% (Neural Network), and suggesting room 
for improvement in predicting absolute values. The Random Forest 
model exhibited the best overall performance, with the lowest 
validation MSE (0.068) and the highest validation R2 (0.216). 

 
 

 
Table 3: Comparative Performance of Machine Learning Models without External Factors 

 
Model 

 
MSE 

 
MAE 

 
MAPE 

 
R-squared 

Linear Regression 0.106 0.285 25.7% 0.005 

Decision Trees 0.108 0.287 25.7% 0.021 

Random Forest 0.068 0.237 25.4% 0.216 

Neural Networks 0.102 0.289 26.0% 0.099 

The comparative performance of machine learning models 
presented in ‘Table 3’ reveals notable differences in their predictive 
accuracy. Linear Regression and Decision Trees exhibit relatively 
high MSE values (0.106 and 0.108, respectively) and MAE values 
(0.285 and 0.287, respectively), indicating moderate accuracy, 
while their MAPE values (25.7% for both) suggest limited 
explanatory power. In contrast, Random Forest emerges as the 
top-performing model, boasting the lowest MSE (0.068) and MAE 
(0.237) values, and the highest R-squared value (0.216), indicating 
exceptional predictive power. Neural Networks demonstrate 
relatively high MSE (0.102) and MAE (0.289) values, but a high R-
squared value (0.099), suggesting a strong correlation between 
predicted and actual values. These findings suggest that Random 
Forest is the most effective model in capturing the underlying 
patterns in the data, while Linear Regression and Decision Trees 
require further refinement to improve their predictive accuracy. 

 
Figure 4: Impact of External Factors on Model Performance 
 
‘Figure 4’ demonstrates the impact of incorporating external factors 
(weather, fuel price, consumer price index, and unemployment 
rate) on the performance of the machine learning models.  Linear 
Regression shows a moderate improvement of 4.1% in MAPE, 
reducing the error from 25.7% to 21.6%. Decision Trees exhibit a 
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slightly higher improvement of 4.8%, with MAPE decreasing from 
25.7% to 20.9%. Random Forest demonstrates the most 
substantial improvement, with an 8.8% reduction in MAPE, from 
25.4% to 16.6%, indicating that this model benefits the most from 
incorporating external factors. Neural Networks also show a 
notable improvement of 7.8%, with MAPE decreasing from 26.0% 
to 18.2%. 

 
Figure 5: Comparative Performance of Models with External 
Factors 
 
‘Figure 5’ presents a comparative analysis of the performance of 
various machine learning models after incorporating external 
factors, revealing notable differences in their predictive accuracy. 
Linear Regression exhibits a relatively high MSE (0.100) and 
MAPE (21.6%), indicating moderate accuracy, while it’s MAE 
(0.265) and R-squared (0.033) suggest limited explanatory power. 
Decision Trees show improved performance, with lower MSE 
(0.079) and MAPE (20.9%), and slightly higher MAE (0.267) and 
R-squared (0.031). Random Forests emerge as the top-performing 
model, boasting the lowest MSE (0.019) and MAPE (16.6%), and 
the highest R-squared (0.400), indicating exceptional predictive 
power. Neural Networks also demonstrate strong performance, 
with low MSE (0.020) and MAPE (18.2%), and relatively high MAE 
(0.239) and R-squared (0.319). 
 
DISCUSSION 
This study sought to address the critical challenge of demand 
forecasting in Nigeria's volatile retail sector by developing a 
machine learning framework that systematically incorporates 
macroeconomic indicators, an approach largely underexplored in 
developing economies. The research makes three significant 
contributions to the literature on retail forecasting in emerging 
markets. First, it provides empirical evidence that macroeconomic 
variables, particularly fuel prices (21.3% impact) and 
unemployment rates (8.0%), serve as quantifiable demand drivers 
in Nigeria's informal-dominant retail landscape. Second, it 
demonstrates the superior performance of Random Forest 
algorithms in this context, achieving a 35% reduction in forecasting 
error (MAPE decreasing from 25.4% to 16.6%) when external 
factors were included, outperforming both traditional and advanced 
alternatives like Neural Networks. Third, the study offers a 
replicable methodological blueprint for low-data environments, 
showing how judicious selection of macroeconomic variables can 
compensate for sparse sales data while maintaining model 
interpretability. 
The analysis revealed several critical insights about demand 
drivers in the Nigerian retail context. Price sensitivity emerged as 

the dominant factor, accounting for 26.7% of demand variation, a 
finding that aligns with established literature on consumer 
behaviour in inflationary economies (Chen et al., 2021). This 
underscores the need for Nigerian retailers to implement dynamic 
pricing strategies responsive to rapid cost fluctuations. Promotional 
activities demonstrated substantial influence as well, affecting 
17.3% of demand variation, which suggests that well-calibrated 
marketing campaigns can serve as an effective countermeasure 
during economic downturns (Saha et al., 2022). Perhaps most 
significantly, external factors, particularly seasonality and fuel 
prices, collectively drove 29.3% of demand fluctuations, indicating 
that inventory management systems must account for these 
macroeconomic rhythms to maintain competitiveness. 
The comparative evaluation of machine learning models yielded 
important practical insights. While Linear Regression and Decision 
Trees produced moderate results (MAPE ≈25.7%), their inability to 
capture nonlinear relationships limited their effectiveness in 
Nigeria's volatile market conditions. Neural Networks showed 
slightly better generalization (MSE=0.020, R²=0.099) but remained 
hampered by data sparsity issues. The Random Forest algorithm 
emerged as the clear superior choice, achieving an R² of 0.400 
when incorporating external variables, nearly double its 
performance without them (R²=0.216). This ensemble method's 
strength lay in its ability to: (1) handle mixed data types common in 
emerging markets, (2) provide inherent feature importance 
rankings that aligned with observed market behaviours (e.g., fuel 
prices outweighing unemployment effects), and (3) resist over-
fitting despite limited training data, a frequent challenge in 
developing economies. 
The practical implications of these findings are substantial for 
Nigeria's retail sector, where approximately 30% of profits are 
currently lost to inventory mismanagement (NARB, 2023). Our 
framework suggests potential annual savings of ₦284 billion 
through its 35% improvement in forecasting accuracy. At the policy 
level, these results argue for closer integration between 
macroeconomic monitoring systems and retail planning, for 
instance, the Central Bank of Nigeria might incorporate fuel price 
forecasts into its SME support programs. For small and medium 
retailers, the demonstrated effectiveness of Random Forests on 
modest computational infrastructure makes advanced forecasting 
accessible even in resource-constrained settings. 
Several limitations warrant acknowledgment. Data availability 
constraints necessitated the use of proxy variables (e.g., national 
CPI for localized purchasing power) and limited model granularity 
across retail subsectors. The exclusion of customer-level 
behavioural data, while pragmatic given Nigeria's informal sector 
dominance, leaves room for enhanced precision in future work. 
Computational resource limitations also precluded experimentation 
with more complex hybrid architectures that might capture 
additional nuance. 
Future research directions should prioritize three areas: (1) 
development of hybrid models combining Random Forests with 
sequence-aware architectures (e.g., LSTMs) to better capture 
seasonal patterns like Ramadan-related demand surges; (2) 
incorporation of hyper-local data streams, including mobile money 
transactions and geospatial mobility patterns; and (3) cross-
sectorial validation to adapt the framework for agriculture-retail 
supply chains. This study ultimately bridges the gap between 
machine learning theory and emerging market practice, 
demonstrating that algorithmic forecasting need not be constrained 
by data scarcity when grounded in local economic realities. By 
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moving beyond the developed-market assumptions dominating 
current literature, it provides both a methodological template and 
empirical foundation for equitable innovation in retail analytics. 
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